· Message expanded. Message read Dependent samples 
· posted by Jerome Tuttle , Aug 09, 2017, 6:03 AM 
.     Up to now in this course, we have only worked with a single population, and we have done hypothesis testing on that one population, such as do the SAT scores at Millard Fillmore High School have a mean greater than 550.  We skip chapter 9 where there is hypothesis testing on two populations, such as do the females at  Millard Fillmore High School have higher SAT scores than the males.  In our final chapter 10, we do work with two populations, although we work with a special case:  dependent samples.  In a dependent sample, there is a natural pairing between a sample observation in the first population with a sample observation in the second.  For example, if I have a population of people's blood pressure before exercising and a second population of the same people's blood pressure after exercising, there is a natural pairing between the before and after of any one person.  Similarly, if I have a population of married males and a second population of their wives, and I am interested in age differences of married couples, there is a natural pairing between a sample observation of one man's age with his wife's age.  Note how this differs from the male/female SAT example where there is no natural pairing.
     When we ask whether two variables (populations) correlate, these have to be dependent samples.
     Note that two samples are dependent based solely on whether there is a natural pairing between the samples.  The data may or may not have any correlation.
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· Message expanded. Message read Chatty females, chatty males? 
· posted by Jerome Tuttle , Aug 09, 2017, 6:05 AM 
Do chatty females have quiet male partners, do chatty females have chatty male partners, or is there no relationship in talkativeness between couples?  Some researchers measured a sample of couples and wrote a scholarly paper on the subject. Please download CoupleChattiness.xls and look at the graph.  Assume the data is representative of the particular population that the researchers were interested in, and that the sample size is sufficient.  Think about whether the graph shows a strong correlation, a weak correlation, or no correlation, but don't post a reply.  Later in the week we will answer the question numerically, and test whether the correlation is significant.
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· [bookmark: _GoBack]Message expanded. Message read Intro to correlation 
· posted by Jerome Tuttle , Aug 09, 2017, 6:08 AM 
In chapter 10 we will do calculations of linear correlation coefficients and tests of their significance (section 10-2); and calculation of regression equations and predictions (section 10-3).  These are very number-intensive calculations.  There is nothing that can't be done with just a calculator, but you can do most these calculations really quickly with Excel or Statdisk. 
     Whenever you have numerical pairs (dependent samples!) of x and y values, it is arithmetically possible to compute the Linear Correlation Coefficient r.  By pairs, I mean there is no issue which x value is associated with which y value, such as x1 = Mr. Smith's age, y1 = Mrs. Smith's age; x2 = Mr. Jones's age, y2 = Mrs. Jones's age; etc.  You wouldn't try to pair Mr. Smith with Mrs. Jones.  (There's a joke somewhere, but please ignore it.)
     The value of r measures the strength of the linear correlation between x and y in a sample,  and r may be positive, negative, or zero.  However, even if | r | is large (this is the absolute value of r and here it means if either r is large negative or r is large positive), meaning there is a strong correlation, you cannot conclude that increases in one variable cause increases in the other variable, or even that a correlation makes sense.
     It is easy to find two variables whose r value is large, such as the price of a slice of pizza in NYC and the cost of a subway ride, but certainly you would not conclude that increases in pizza prices cause increases in subway fares.  It is more likely that there is another variable lurking in the background, such as general price inflation.
     There are many, many spurious correlations, where the correlation coefficient is high but the correlation makes no sense, such as swimming pool drownings by year versus number of Nicholas Cage films that year:  See http://www.tylervigen.com/ for more humorous examples.
     There is a correlation between smoking and lung cancer, but not every smoker gets lung cancer, there are many other risk factors such as genetics and asbestos exposure, and at least one scientist is not convinced that smoking causes lung cancer.  Here is a short article on this subject from a medical doctor:   http://www.journaloftheoretics.com/editorials/vol-1/e1-4.htm
     A 1970's comedy talk show called Fernwood Tonight once did a show where a researcher appeared on the show to claim that "Leisure suits cause cancer."  (Ask your parents what leisure suits were - they were the male fashion statement of the 70's).  However, this is one more example of "Correlation is not causation."  Even if these two things are correlated, it does not necessarily imply that one CAUSES the other.
     Any comments?
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· Message expanded. Message read Excel & Statdisk do r 
· posted by Jerome Tuttle , Aug 09, 2017, 6:10 AM 
.     Excel will calculate the correlation coefficient r for you:
=CORREL(range of x values, range of y values) returns the correlation coefficient r.  For example, =CORREL(A1.A10,B1.B10)
     So will Statdisk.  Enter the data in the first two columns of the editor with the x data in column 1 and the y data in column 2.  Then ANALYSIS > CORRELATION & REGRESSION > EVALUATE gives you r.
     If you know r, then r * r = r2.  If you know r2, =√(r2) gives you the absolute value of r, but doesn't tell you if r is negative.
     Does it matter in calculating r, which dataset you call the x variable and which dataset you call the y variable? Do this example 2 from page 501.  Confirm you get r=.591.  Now reverse x and y, and report to the class with your conclusion.
 
	x
	29.7
	29.7
	31.4
	31.8
	27.6

	y
	175.3
	177.8
	185.4
	175.3
	172.7
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· Message expanded. Message read Try this: correlation 
· posted by Jerome Tuttle , Aug 09, 2017, 6:12 AM 
Please download Correlation_10_versus_9.xlsx .  I have listed dataset 1 which has ten values that are graphed as Graph 1, and dataset 2 which has nine values that are graphed as Graph 2.  How would you describe the correlation in Graph 1, how would you describe the correlation in Graph 2, and what is the effect of that tenth data value?  (These are scatter graphs, graphed similarly to what we did in week 1.)
     I have also shown the best fitting straight line through the data values, and the equation of that line.  This is part of the regression topic we discuss in section 10.3.  In Graph 1, the best fitting straight line has equation y = .9057x + .2642; by substituting a value of x this gives a forecasted value of y for that value of x. In Graph 2, the best fitting straight line is y = 2, or equivalently y = 0x + 2; by substituting a value of x this gives a forecasted value of y for that value of x.  Do you think the equation y = 2 is useful in forecasting for different values of x?
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See attached excel spreadsheet

